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Research Problem ParaGraph - our take on HW/SW co-design toolchain
System co-design crosses many domain ParaGraph c Hardware N
boundaries /::>[Hardware’ Application] Simulator
_ _ Design ) g : . ( )
Most HW/SW co-design studies fall under one of 3 L oahi Compiler erapn I End Poinq [End Point
the categories: " roceesr / . . /
Software System TE/JAX N - Algorithm [ )
A Optimizing software on existing hardware; Optimizations Deployment Translation L Network )
A Designing future hardware systems with limited and < '
simplistic application models. —— _ _
| ApzlPllc_atloﬂ<:/ ParaGraph 1 a toolchain to support HW/SW co-design of future large-scale systems
Lack of infrastructure to model both future S built with accelerated hardware for distributed high-performance computing and
hardware AND applica’[lons with approprlate deep |earning applications
fid eIity System development cycle crosses _ _ _ _
hardware, , and application domains ParaGraph decouples workload modeling from the underlying simulation
Infrastructure
ParaGraphNorkflow

Case Study 1: optimal AllIReduce search Case Study 3: in-network reduction analysis

ParaGraph allows SW engineers to model system-level SW, such as ParaGraph allows HW engineers test future designs, such as network switch with
communication libraries, before system deployment In-network reductions, not only on generated traffic, but also on real applications
With ParaGraph we navigate landscape of SW and HW parameters simultaneously ParaGraph can help uncover performance bottleneck of specific applications before

the chip designs are fabricated and systems are deployed

27 0.040
] Bl Bidirectional Rin Bl Bidirectional Rin —— - . . )
1.2 J 9 Torus SLE A 2712| == In-network reduction P W In-processor AR
B Mesh SLE 0.00025 B Mesh SLE —4+— Torus ILE ) - 0.0351
B Mesh ILE B Mesh ILE 14l 13 —-— In-processor reduction o o ' B In-network AR
1.0] we Torus SLE m Torus SLE $ —#&— 4:1 fat tree T s 0.030]
wem Torus ILE p-00020 mmm Torus ILE ,-14| =% 2:1fattree - v
0.8 " 15 7 " -4 1:1 fat tree - s o 0:025]
g 0.00015 . U 4 15| T S _
0.6 £ ) | / : £ 2 | P ¢ 0.020
= | | : = T " 0.015
0.00010; -16] ¢ , ' N 2-16] B _
0.41 4 o e _
o : 517, —— _ ._ I :F—._ —~ 0.010
0.2 D.00005 7] : | 4 N T S— e 0.005-
o2 >-18] :
@
- 0.000
0.0 .00000 e - 216 217 218 219 220 221 222 223 1 221 41 11 21 41 11 21 41
x4 4x4 4x4 4x4 4x4 4x4 | IIRed . B R t-50 T f M t
2 cores 2 cores 2 cores 2 cores 2 cores 2 cores G ¥ T8 19 55 5T 55 53 AllReduce size, esnet- ranstormer €gatron
1x local BW 2xlocal BW 4x local BW 1x local BW 2xlocal BW 4x local BW 2 2 2 2 2 2 2 2
Configuration Configuration AllReduce size, B

Case Study 2: model accuracy analysis

ParaGraph is a versatile co-design tool that allows mixing and matching

ParaGraph provides high fidelity application models to HW engineers components to construct various end-to-end simulation workflows
Validated against MLPerf training v0.7 trace from 64-cores TPUv3 system ParaGraph supports multiple network simulators and
Network DES model matches the trace several front-end libraries via XLA compiler. In future E]E]
Compute roofline provides longer modeled time we plan to provide even more frontends and backends
AlReduce time normalized by trace Find us on https://github.com/paragraph-sim .;
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